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Abstract

Where to land after the epidemic? This is
the question asked by Bruno Latour in a dig-
ital questionnaire about the world-to-come af-
ter the COVID-19 crisis. This work dives into
respondents’ answers to two questions: Which
activities would you see not coming back af-
ter the crisis? Which activities would you
like to see developed? In order to discover
the prominent themes raised by the respon-
dents, we provide an original semi-supervised
thematic clustering pipeline, and a dedicated
evaluation tool. With this approach, we find
that respondents would like to reduce hyper-
mobility, over-consumption and polluting ac-
tivities to the benefit of local, sustainable sup-
ply chains and transports. Besides these exper-
imental results, our pipeline successfully deals
with the issue of modelling topics on small cor-
pora composed of short texts, notably by us-
ing a transfer-learning based sentence encoder
yielding near state-or-the-art results on Seman-
tic Textual Similarity (SST) benchmarks. In-
terpreting topics and assessing their quality is
also easier than for traditional topic models.
Yet, our work is simple to implement and runs
on a relatively modest hardware configuration.

1 Introduction

At the peak of the COVID-19 pandemic in Eu-
rope, around mid-March 2020, the sociologist and
philosopher Bruno Latour published a provoca-
tive article about the world-to-come after the cri-
sis caused by the virus. (Latour, 2020). Latour
wanted to take profit of the suspension of most
productive activities and of the enforcement of so-
cial restrictions to make people think of a better
future, through an exercise of personal and collec-
tive imagination. In the form of an open digital
questionnaire, the exercise proposed to describe
a) which activities, services and situations people
wished to stop and, b) which ones they wanted to

see arise and to support, once the pandemic is over.
This work aims at providing a reliable topic de-

tection method to analyze the answers to the ques-
tionnaire. Leveraging open-ended answers in a
digital survey is particularly challenging because
of the small corpus volume (1083 users took part
in the survey), but also because of the diversity of
writing styles. In order to address these linguis-
tic challenges, we developed an original pipeline
(see Figure 1). First, the answers are broken into
smaller parts, that we call segments. Second, the
propositions are embedded in a shared vector space.
We tested several popular sentence embedding al-
gorithms for this. Because of the limited amount
of text available, we make use of transfer learn-
ing techniques. The various embeddings are then
concatenated and reduced in dimension, in order
to eliminate redundancies. Third, propositions are
clustered either in coherent topics or in a noise
cluster. Noisy segments are then re-affiliated to
coherent topics via a supervised classifier. We fi-
nally propose a quantitative evaluation of the algo-
rithm, and compare our results against LDA, one
of the main topic modelling algorithm used nowa-
days. Although we are illustrating our method on
this specific questionnaire, we think our workflow
could be applied in various settings.

The main contributions of this article are the
following:

• We provide an original and reproducible the-
matic clustering pipeline, especially suited for
small corpora of short texts.

• We provide a tool for the thematic analysis of
a survey on the consequences of the COVID-
19 pandemic. this makes it possible to model
how respondents considered human activi-
ties such as mass tourism, mass consumption,
transports, work, agriculture, etc.



• We evaluate our sentence embedding model
on both SentEval and a human-annotated se-
mantic similarity task applied to our corpus.
We also provide a thematic clustering evalua-
tion task called the sentence intrusion test and
we report our results.

2 Related work

Topic modeling has become the archetypal tech-
nique for the automatic detection of topics from a
corpus of texts. The most popular method is LDA
(Latent Dirichlet Allocation), proposed in the early
2000s by (Blei et al., 2002). This model exploits
a generic bayesian framework to statistically infer
a generative model from a set of documents. It as-
sumes that each document discusses a set of topics,
and that each topic is composed of specific words.
Topics are then defined as a probability distribution
of words. Conversely documents are defined as a
probability distribution of topics. As such, topic
modeling adopts a traditional bag of words model
of text, inferring structure in the corpus from the
sole statistics of co-occurrences between words. In
the case of LDA, the distribution is assumed to
have a sparse Dirichlet prior. Since then, various
alternative forms of topic models have been devel-
oped and popularized for text mining tasks (e.g.
Structural Topic Models (STM) is very popular
among political scientists (Roberts et al., 2013)),
incorporating multiple hypotheses but still infer-
ring the parameter of the generative model as a
joint mixture of probabilities. However topic mod-
eling of short documents is challenging (Cheng
et al., 2014), calling for the use of more complex
language model. (Qiang et al., 2016; Dieng et al.,
2019) suggest that incorporating word embeddings
in a topic model is helpful to produce a more ac-
curate model. We adopt a similar strategy here, to
encompass the limitations of simple bag of words
models.

In (Demszky et al., 2019), authors analyze a
large set of tweets and cluster them through topical
categories. GloVe embeddings are trained on the
corpus, tweet embedddings are then inferred us-
ing SIF (Smooth Inverse Frequency) (Arora et al.,
2016), and are grouped thanks to a k-means clus-
tering algorithm using a cosine distance between
embeddings. Our method shares similarities with
this workflow while addressing the supplementary
challenge of data scarcity, notably through stronger
segment embeddings and by adding a supervised

step to the clustering part.

3 Questionnaire design

On March 30th 2020, a few weeks after the begin-
ning of the lockdown measures in Europe, Bruno
Latour (Latour, 2020) invited his readers to take
advantage of the lockdown measures to question
the pre-COVID situation. The aim of the experi-
ence was to describe, through a digital question-
naire a) which activities were to encourage to start
and b) which ones to stop definitely in the post-
pandemic world. In the same way as "protective
measures" had been put in place against the virus,
Latour spurred readers to imagine some measures
against the return to a productivist and capitalist
pre-COVID system.

The questionnaire has been conceived as a tool
– hosted on a digital platform1 – aiming at gath-
ering and harvesting first-hand experiences and
propositions rather than floating and general opin-
ions. The answers to the questionnaire were subse-
quently used to propose thematic online workshops,
where participants could further discuss their ideas
in small groups. Our study work was first moti-
vated by the desire to use automatic clustering to
help organizers design thematic workshops.

In total, 1083 users participated in the online ex-
periment, amongst which 696 answered in French
and 387 in English. The answers are written in
diverse styles , answers are of various length, some-
times being very personal and developed, and some-
times with a more impersonal enumerative style.
Answers are also very composite, pointing out a
large scope of issues, ranging from transportation
to well-being, through topics like "gift economy"
or consumption.

As a result, the main challenge when working
on this corpus is to jointly deal with its high diver-
sity and its small size, which harm the ability of
traditional algorithms to work properly (because
of the lack of repetitions and redundancies in our
corpus). A classic LDA model applied on the En-
glish answers did not give satisfactory nor properly
interpretable topics.

In the following section, we show how these
specificities were handled by using transfer learn-
ing to extract themes from the answers.

1https://ouatterrir.medialab.
sciences-po.fr/

https://ouatterrir.medialab.sciences-po.fr/
https://ouatterrir.medialab.sciences-po.fr/


I don’t want the return of such extensive use of cars,
ships and planes, along with global trade and travel.
I don’t want a return to the existing economic system
which is so unbalanced. I don’t want to lose the spirit of
co-operation which emerged as a result of the crisis.
1)Commute every day to work at the same hours

2) Mindset which assumes that work from home is not
possible.
3) Poor meeting discipline: Since I run all my meetings
on webex, I have noticed better meeting discipline, more
effective and more constructive - leading to more fruitful
discussions.
4) Wear smart clothes for work everyday when a clean
pair of trousers and ’smart casual’ is just doing fine
5) I would like to see cars not coming back (petrol en-
gine)

Rush

Table 1: Some examples of answers to the question
"Which activities would you like to stop?". Writing
styles may vary a lot among the samples, but generally
share an enumerative structure.

4 Semi-supervised thematic clustering

Topic modelling aims at discovering topics in a
set of documents. Topics are defined as a distri-
bution on words, and documents as a distribution
over topics. Thus, topic modelling algorithms such
as LDA (Blei et al., 2002), or variational autoen-
coder (VAE)-inspired models (Miao et al., 2017;
Srivastava and Sutton, 2017) are expected to learn
these distributions from the corpus. However, these
models only use co-occurrences to learn the dis-
tributions, which implies that the corpus is large
enough and repetitive enough to contain this infor-
mation. More recently, models like Embedding-
based Topic Model (ETM) (Qiang et al., 2016),
or Gaussian Bi-directionnal Adversarial Training
(Gaussian-BAT) (Wang et al., 2020) incorporate
word embeddings to include more global informa-
tion about (contextual) word meanings.

These models use word-level transfer learning
through word embeddings, and usually represent
documents and topics with bag-of-words (ETM),
TF-IDF (BAT), or multivariate Gaussian (Gaussian-
BAT) approaches. Staying at the word level, and
not assuming a compositional structure on the text
is necessary to stick with the topic modelling as-
sumption (topics are word distributions and docu-
ments are topics distributions). This assumption is
generally more adapted to a large scope of corpora,
where texts are composed of full-size paragraphs
containing intertwined topics.

In our corpus, answers contain few co-
occurrence information, are highly composite, but

are generally structured as enumerations, due to
the nature of the proposed task (Can you list sus-
pended activities that you would like to see (not)
coming back?). This prior on the structure of our
answers, and the distribution of the topics in our an-
swers (one topic per sentence, per bullet point, per
line, ...) allows us to move from a word level to a
"sentence level" topic analysis. In order to take ad-
vantage of this well-defined structure, we propose
the following method (schematically represented
in Figure 1):

4.1 Segmentation
We start by breaking down the answers in short, co-
herent segments. Segmentation is rule-based, cor-
responding to the observed structure in the dataset.
At first, answers are separated on the line escape
(\n) character. While this rule captures the prevail-
ing "bullet point enumeration" pattern, it does not
capture a less common, but still present, pattern
of in-line enumeration. The in-line enumeration
pattern corresponds to respondents concatenating
many propositions in one sentence. To capture this,
we run a sentence tokenizer algorithm, and then
split long sentences on commas or semicolon char-
acters. The criterion for splitting long sentences is
a length threshold, empirically fixed at 100 charac-
ters. This rule-based segmentation proves to be gen-
erally robust, even though some specific sentence
constructions (short sentences apposing keywords,
for instance) could not be captured.

4.2 Segment embedding
Once the segmentation is done, the segments are
embedded with three different sentence embedding
models. Segment embedding is the core part of our
thematic clustering model, as it enables us to take
advantage of transfer learning methods to leverage
the challenges brought by the size of our dataset
and its high diversity.

To do so, we use SIF embeddings (Arora et al.,
2016), Universal Sentence Encoder (USE) (Cer
et al., 2018), and BERT [CLS] embeddings (Devlin
et al., 2018). SIF (Smooth Inverse Frequency) em-
beddings aim at finding weights to aggregate word-
level embeddings. In this setting, words with low
frequency are given a higher importance, which is
interesting in a thematic clustering context. Uni-
versal Sentence Encoder (USE) consists of a Trans-
former (Vaswani et al., 2017) architecture trained
on both an unsupervised Skip-Thought (Kiros et al.,
2015) objective and a supervised objective on the



Figure 1: Schematic representation of our pipeline. Answers to the questionnaire are split into segments, which
are in turn embedded in a vectorial space. Segments are then clustered using the OPTICS algorithm. Clusters are
manually curated to merge or discard certain groups. Finally, a classifier is trained to categorize a larger set of
segments that were still unassigned.

SNLI (Bowman et al., 2015) dataset, and is simi-
lar to InferSent (Conneau et al., 2017). BERT is
a pre-trained language model, also using Trans-
formers. It is pre-trained on a Cloze and a next
sentence prediction task, and has proven to give
robust results when fine-tuned on a large scope
of downstream tasks. It has been showed that the
algorithm gives deceiving results (Table 4) on un-
supervised sentence embedding benchmarks such
as SentEval (Conneau and Kiela, 2018), but fine-
tuned versions as S-BERT (Reimers and Gurevych,
2019) or SBERT-WK (Wang and Kuo, 2020) have
proven to be strong on SentEval (Table 4).

In order to avoid dimension problems, the
embeddings resulting from SIF, USE, and BERT
are scaled, concatenated, and reduced to dimension
100 with PCA. The scaling and dimension
reduction is only possible on small datasets, as
it requires to keep the three embeddings for the
whole corpus in the computer’s RAM. This model
is thus not adequate for large corpora.

4.3 Clustering

In order to retrieve the main themes covered by
respondents, we used OPTICS clustering (Ankerst
et al., 1999), with cosine distance chosen as dis-
tance metric. We chose OPTICS rather than
k-means clustering because we prefer to iden-

tify small, highly homogeneous clusters (Table 2)
rather than assigning a cluster to every single seg-
ment. In OPTICS clustering, high-density zones
are identified, and the rest is considered as noise.
This clustering algorithm choice is guided by our
thematic clustering objective: discovering reliable
clusters is more important than covering the whole
dataset.

4.4 Supervised re-affiliation of noisy
segments

As reliability is chosen over exhaustiveness for the
clustering phase, a large number of sentences are
discarded as noise. In order to correct this, in a
second phase, we use the well-clustered segments
as a supervised text classification dataset, and then
do inference on the noisy cluster.

Cluster curation. OPTICS clusters are thus first
curated by a human annotator, who labels homo-
geneous clusters and discards non-coherent ones.
Some homogeneous clusters can be annotated with
the same label (transports - air travel for instance),
and are then merged together. Some examples of
homogeneous cluster are given in Table 3. In this
table, we took the first six homogeneous clusters,
and reported three segment samples for each of
them.



OPTICS Nb. of non-noisy clusters Proportion of noisy segments Nb. clusters after curation
Stop-En. 17 82.9 % 11
Stop-Fr. 29 88.8 % 15
Develop-En. 14 88.6 % 9
Develop-Fr. 21 93.7 % 11

Table 2: OPTICS results for English and French corpora on "Which activities do you want to stop?" and "Which
activities do you want to develop?" answers. First columns shows the number of non-noisy clusters detected by
OPTICS. Second columns shows the proportion of segments labeled as noisy (not clustered) by OPTICS. Third
columns shows the number of final clusters after human curation. Human curation involves : a) labelling clusters
as homogeneous or heterogeneous, b) merging homogeneous clusters sharing the same themes. Noisy segments,
and segments in heterogeneous clusters will be re-affiliated to curated clusters via a supervised text classification
algorithm.

k Segment samples

1
mass consumption of superfluous products
compulsive consumption
unconscious consumption

2
resource depletion
desertification
biodiversity loss

3

manufactured agricultural products promoting the
culture ecologically
deforesting for monoculture agriculture and live-
stock in extensive areas
ban destruction of wild animal habitats so they stop
moving towards human habitats

4
neoliberalism growth oriented economic thinking
a capitalist western patriarchal mono
capitalistic economy without limits

5
frequent shopping
shopping in large malls
frivolous shopping in shopping malls

6
short-haul flights
cheap far distance flights
frequent air travel

Table 3: Clustering on "Stop" answers in English finds
11 homogeneous cluster, after human curation. This
table presents three segment samples chosen at random
for 6 out of these 11 clusters, in order to show their
thematic coherence. These 11 clusters are then used as
a supervised dataset for the supervised re-affiliation of
noisy segments.

Re-affiliation. After this cleaning stage, pairs of
well-clustered segments and their clusters’ label
are used as a training dataset for text classification.
We use a simple logistic regression model, taking
the segments embeddings as inputs. The model
is used on inference on the noise cluster, and the
probability relative to the predicted class is reported
for each segment.

5 Evaluation

5.1 Segment Embedding

Our model is evaluated first on the Semantic Tex-
tual Similarity task of SentEval (Conneau and

Kiela, 2018) (Table 4). Semantic Textual Similar-
ity consists of comparing a human-rated similarity
between couples of sentences to their embeddings’
cosine distance. We compare our results with the
results reported for the rest of the sentence embed-
ding literature on (Wang and Kuo, 2020)2. Our
model yields encouraging results given its straight-
forward nature. Interestingly, the concatenation of
the three embeddings performs better than any of
these embeddings alone, indicating that they may
each capture different aspects of the segments.

We also evaluated the model on our dataset, by
picking 60 couples of segments and having three
annotators rating their similarity. Human-rated sim-
ilarity is a score between 0 and 5, with 5 coding for
total similarity, and 0 coding for totally non-similar
segments. Segment couples were sampled so that
approximately all scores between 0 and 5 could be
equally represented in the annotation. We report a
Krippendorf’s alpha of 0.75 for the inter-annotator
reliability, and a Pearson correlation coefficient of
0.68 between the median of the three annotation
and the cosine similarity calculated with our em-
beddings. These results are considered satisfactory.

5.2 Sentence Intruder Task

Finally, we evaluate the complete pipeline with a
sentence intruder task. For this task, a cluster k (de-
fined as the original OPTICS cluster plus segments
re-affiliated to this cluster with a probability greater
than a threshold p) is chosen. Four segments are
randomly drawn for cluster k, and one segment
is drawn from another random cluster. A human
annotator has then to find the intruder among the

2Their evaluation of Sentence-BERT gives lower Pear-
son coefficients than the Spearman coefficients reported in
(Reimers and Gurevych, 2019). We chose to report (Wang and
Kuo, 2020) results for compatibility reasons. We don’t know
whether the difference is due to coefficients differences or not,
but remain critical about it.



Model SST 12 SST 13 SST 14 SST 15 SST 16 Avg.
GloVe BOW 52.3 50.5 55.2 56.7 54.9 53.9
SIF 56.2 56.6 68.5 71.7 - 63.5
InferSent 59.2 58.9 69.6 71.3 71.5 66.1
USE 61 64 71 74 74 68.8
BERT [CLS] 27.5 22.5 25.6 32.1 42.7 30.1
Avg BERT 46.9 52.8 57.2 63.5 64.5 56.9
SBERT 64.6 67.5 73.2 74.3 70.1 69.54
SBERT-WK 70.2 68.1 75.5 76.9 74.5 73.0
Our encoder 63.9 70.3 72.7 76.6 77.1 72.1

Table 4: Results on Semantic Textual Similarity (SST) benchmark, reported as 100× ρ, where ρ is Pearson corre-
lation coefficient between human-rated similarity and cosine similarity. Evaluation of other models’ performance
are taken from (Wang and Kuo, 2020).

Pred. thres. Stop-En. Stop-Fr. Dev-En. Dev-Fr.
p > 0.5 72.7 71.1 59.2 45.4
p > 0.75 87.8 82.2 92.5 78.7

Table 5: Sentence intruder results for different prob-
ability thresholds (p > 0.5, p > 0.75). Probability
thresholds are used in the reaffiliation process : when
p > 0.75, we only keep segments where the theme
has been predicted by the classifier with probability
p > 0.75. In the sentence intruder task, pools of 5 seg-
ments are created, with four segments belonging to the
cluster, and one segment drawn at random. A human
annotator has to find the intruder among the 5 segments.
Results are given as the accuracy (Acc.) averaged over
all clusters. Cluster-by-cluster accuracy are given in
appendix (Tables 7a, 7b, 7c, 7d). "Stop-En." stands
for English "Which activities do you want to stop" an-
swers, "Dev.-Fr" stands for French "Which activities do
you want to develop" answers, etc.

five segments. For every corpus, we create three
sentence intruder sets per cluster, for every cluster
in the corpus. Results reported on Table 5 show
the accuracy for all corpora, for two probability
thresholds: 0.5 and 0.75. A "chose intruder at ran-
dom" baseline would achieve 20% accuracy with
this setting. For every corpus, our model largely
exceeds the random baseline. Probability threshold
p > 0.5 shows mitigated results, especially for the
"Which activities do you want to develop?" ques-
tion, but p > 0.75 achieves good results, indicating
a more reliable model. In order to be able to dis-
tinguish problematic themes from well-predicted
theme, Tables 7a, 7b, 7c, 7d (Appendix) provide
theme-wise sentence intrusion accuracy for proba-
bility threshold p > 0.75. As only three different
sets of sentence intrusion tests are evaluated per
theme, theme-wise accuracy can only take values
in [0.333, 0.667, 1], not allowing a high-level anal-
ysis of theme-wise performances, but nevertheless
indicating most problematic clusters.

Finally, qualitative samples of predictions are
provided in Table 6. These six samples are ran-
domly drawn from all available predictions.

Sample Topic Prob.
overdose of fuel oil pow-
ered automobiles

commuting/work 0.40

over-consumerism espe-
cially in terms of clothes
and food

consumption 0.77

flying everywhere just
for individual pleasure air travel 0.78

excessive middle and
long distance mobility
of humans

commuting/work 0.47

require work-at-home
for every conceivable
job

work 0.96

these thoughts distract
you sometimes from the
things that really matter
and to focus on the per-
son you are

corporations/ business/
banks

0.61

Table 6: Some samples of final predictions, with asso-
ciated probability for English answers to the question
"Which activities do you want to stop?".

6 Results

Aggregated results for English answers to the ques-
tion "Which activities do you want to stop?" are
presented in Figure 2. Results to the answers to
the other question "Which activities do you want
to develop?", and French answers are presented
in Appendix (3a, 3b, 3c). These figures show the
proportion of segments predicted as belonging to
a given theme (in percent), with a colour scheme
indicating the probability they were predicted with,
so that distributions can be put into perspective.
A prediction probability of 1 corresponds to the
segment being in the original OPTICS cluster.

Emerging themes come from answers to the
question: "Which activities do you want to stop?",



Figure 2: Theme distribution for Stop - English. The graph indicates the distribution of the discovered themes
among the English "Which activities do you want to stop?" answers dataset (percentages). These distributions are
showed for different predicted probability thresholds, for instance the segments predicted as consumption-related
with p > 0.75 account for approximately 5% of the dataset. p = 1 means that the segment was present in the
OPTICS cluster in the first place.

as well as to the question: "Which activities do
you want to develop?". First, consumption, over-
consumption, and more generally consumerism
are major themes to be stopped, echoed by sus-
tainable and local consumption in "Which activ-
ities do you want to develop?" themes. Hyper
mobility (mass tourism, air travel, cruise ships)
and day-to-day transports (cars, commute, traffic)
also represent major themes to be stopped and re-
placed by transport reduction, local or alternative
tourism, and the development of alternative trans-
ports, with bike lanes construction. Globalisation
and imports/exports are problematic themes com-
bining consumerism and hyper-mobility, that re-
spondents want to stop in favor of local supply
chains. Nature destruction, in the English dataset,
and pollution together with intensive agriculture
and over-construction in the French dataset, are im-
portant ecology-related themes that do not seem to
have a direct, specific countermeasure in "Which
activities do you want to develop?" answers, apart
from aforementioned local/sustainable measures.
Banking and trading, although the English corpora-
tion/business/banks cluster does not seem reliable
enough to be consistently analyzed, are minor but
existing themes, especially in French corpus. The
daily commute to work, work schedules, and the
workplace in general are less salient themes, but
are associated to a work transformation cluster in
the English dataset.

Though, respondents do not seem to have fully
followed the instructions of not designating abstract
entities as "capitalism", especially in the English
corpus where two clusters are dedicated to liber-

alism and capitalism, together with "changing the
system". However, these rather political clusters
seem to be associated with local activism-related
clusters in longer answers, where cooperation, gath-
ering, communication, local policies and activism
seem to be considered as a good way to be involved
in a post-COVID transformation.

7 Discussion

Our task was to cluster short and diversified text
segments under extreme data sparsity conditions.
Instead of trying to learn semantic similarities and
patterns from scratch in order to discover the most
salient topics, we use already-acquired "knowl-
edge" (i.e. already trained language models) and
transfer it to our task. Transfer learning to model
topics is not new, especially in short text topic mod-
elling (Dieng et al., 2019). However, because we
deal with short segments of text where units of
meaning (our segments) are easy to define thanks
to the questionnaire design, we can analyze topics
at the segment level rather than word level, allow-
ing for more comprehensive models. Additionally,
it requires a reasonable hardware configuration (32
Go of RAM, 16 CPU cores but no GPU), builds on
open-source software, and, apart from word embed-
dings required for SIF, can be used with multilin-
gual USE and BERT model and is thus adaptable
to a large variety of languages.

Moreover, we argue that our semi-supervised
framing of the topic modelling problem gives our
model interesting interpretability and evaluation
capabilities. Far from "reading tea leaves" (Chang



et al., 2009), topic interpretation by directly read-
ing sentences sampled from a thematic cluster is
an easy process. Predictions, with their associ-
ated level of probability, also enables to be more
critical over the topic distributions estimated by
the model. Evaluation, made difficult by the un-
supervised nature of topic modelling, is realized
through the sentence intrusion test. This test, al-
beit requiring human annotation, gives overall and
theme-wise metrics of discovered themes. Nev-
ertheless, sentence intrusion has two drawbacks.
First, annotating enough sentence intrusion sets
to provide robust theme-wise results can be time-
consuming. Second, sentence intrusion, as other
topic modelling evaluation metrics (such as topic
coherence) does not guarantee exhaustiveness of
the retrieved topics.

Finally, from a more general natural language
processing perspective, it should be noted that
the evaluation of our sentence embedding pipeline
on the SentEval benchmark obtained surprisingly
good results. This shows that concatenating exist-
ing models and reducing dimension is enough (at
least, in our case) to get near state-of-the-art results
and, more interestingly, better results than any of
the three embedding techniques used alone. This
might indicate that the three embedding techniques
encode different, and complementary sentence in-
formation.

8 Conclusion

In this work, we have presented a semi supervised
pipeline for thematic clustering. This pipeline is
specifically adapted to small datasets, that tradi-
tional machine learning algorithms would fail ana-
lyzing due to data sparsity and data heterogeneity
(few mentions of the different topics with low re-
dundancy in the vocabulary). It also requires a rea-
sonable hardware configuration, making it highly
portable to different research environments, while
still benefiting from recent advances in the field.
More generally, our pipeline is potentially useful
for collections of short texts like tweets, comments
and posts on social media, press article titles, etc.
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(a) Theme distribution for Stop - French

(b) Theme distribution for Develop - English

(c) Theme distribution for Develop - French

Figure 3: Theme distribution for Stop and Develop answers in English and French. The graph indicates
the distribution of the discovered themes among the English Stop answers dataset (percentages). These
distributions are showed for different predicted probability thresholds. For instance, in 3a the segments
predicted as consumption/hypermarket-related with p > 0.75 account for approximately 13% of the dataset.
p = 1 means that the segment was present in the OPTICS cluster in the first place.



Theme Accuracy

changing the system 1.0
commuting/work 1.0
consumption 1.0
consumption / shopping 1.0
corporations/business/banks 1.0
globalisation/capitalism/liberalism 0.3
nature destruction 1.0
productivism/industry 1.0
tourism 0.3
travel/air travel 1.0
work 1.0

(a) Thematic cluster reliability for Stop-En. p > 0.75

Theme Accuracy

air travel 1.0
banking, trading 1.0
boat 0.67
cars 0.67
construction 1.0
consumption 0.67
consumption / hypermarket 0.3
globalization / across the world 1.0
importation/exportation 1.0
intensive agriculture 0.67
pollution 1.0
pollution / green house gas/fossil fuel 1.0
various 0.67
weapon industry 1.0
work/job loss 0.67

(b) Thematic cluster reliability for Stop-Fr. p > 0.75

Theme Accuracy

alternative transports / bike 1.0
basic income 1.0
carrier transformation 0.67
gathering/discussing/work together 1.0
i don t know 1.0
local supply chain 0.67
takes time/transforming 1.0
transports reduction 1.0
work transformation: local, remote, ... 1.0

(c) Thematic cluster reliability for Develop-En. p > 0.75

Theme Accuracy

alternative transports 0.67
difficul question/ dont know 1.0
digital/numeric 0.67
during lockdown/COVID 1.0
fair price 0.67
its difficult to impose to other 1.0
less tourism/sustainable tourism 0.67
local / sustainable consumption 0.3
local policies 0.67
reduce transports 1.0
road / train transport 1.0

(d) Thematic cluster reliability for Develop-Fr.
p > 0.75

Table 7: Results of the sentence intruder evaluation task, cluster-by-cluster, for all corpora. In the sentence intruder
task, pools of 5 segments are created, with four segments belonging to the cluster, and one segment drawn at
random. A human annotator has to find the intruder among the 5 segments. Here, we annotated 3 pools of 5
segments per thematic cluster. An accuracy of 0.67 means for instance that 2 out of 3 intruders were correctly
distinguished by the annotator. Probability thresholds are used in the reaffiliation process : when p > 0.75, we
only keep segments where the theme has been predicted by the classifier with probability p > 0.75.


